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“The field of AI is developing 
at a rapid pace, and hardly any 
company is (or should be) able 

to tackle all the issues on its 
own. A systematic approach 

to the make-or-buy decision is 
needed. However, to date most  

companies have not approached  
this question systematically at 

all or, even worse, they have 
simply delegated this decision 
to their standard IT purchasing 

process.”
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Elements of a comprehensive  
AI strategy

There is little doubt that AI will become relevant for all 
companies, regardless of their industry or size. When  
it comes to creating value from AI, several pitfalls can 
be observed in practice – including the isolation of AI 
use cases, the lack of resources and capabilities, and  
a poor understanding of use cases and applications. 

To avoid this, a systematic approach towards AI is 
needed. Therefore, from the very beginning, you need 
to be clear on the overarching objectives or purpose 
of your company: What is its goal? Furthermore, it is 
necessary to understand how AI can help to achieve 
your objectives.

A comprehensive AI strategy consists of four parts:  
an AI ambition, a portfolio of AI use cases, the required 
enabling factors, and a clear strategy for execution.

A company’s AI ambition sets the high-level goals 
of any AI application to be developed or deployed. It 
includes an understanding of the current position of 
the company, its competitive position and industry 
dynamics, including potential changes to the industry’s 
business model. On this basis, it can be decided where 
the organization could benefit most from AI − within  
a specific product or service and/or by improving  
processes.

The ambition needs to be translated into a portfolio of 
AI use cases. To build this portfolio, you need to identify 
and prioritize relevant use cases. 

To execute the use cases, a set of enabling factors  
is required concerning the organization, the people,  
the technology, and the AI ecosystem.

All of these aspects need to be taken into account 
when it comes to the development of a comprehensive 
AI strategy and are further detailed in our report  
“Elements of a comprehensive AI strategy”.
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Introduction

With the increasing adoption of AI applications across 
all areas of a company — from marketing and customer 
service to production control — one question is becoming 
increasingly pressing: Should we develop AI solutions 
in-house or purchase commercial software? In short, 
this is the “good ole” question of make or buy.

This question involves many factors, including 
the availability of skills in-house, the relative 
costs, and the demands of continuously 
monitoring a deployed model. But one thing 
is certain: Making the wrong decision can be  
expensive. And that doesn’t just mean direct 
costs, but also losses in time-to-market, inno- 
vation capability, and competitive advantage.

You might expect that this question has 
already been answered; after all, a similar 
decision has been made numerous times in 
regard to purchasing IT applications. But AI 
is not IT. AI has certain characteristics which 
differentiate it from traditional software; 
accordingly, the make-or-buy decision must 
also be approached differently. 

In fact, the question to make or buy does not 
exist as an either-or option for AI; it is more 
a continuum than a binary decision. At one 
extreme, even when taking full ownership, 
your teams will never build algorithms from 
scratch. They will always use packages, often 
pre-trained on some Machine Learning (ML) 
capabilities. At the other extreme, even the 
most productized AI (think of a spam filter) 
needs to adapt to you, so there must be 
at least some agreement on data access, 
confidentiality, and more — and in a business 
context, the required adaptation is typically 
quite extensive.

AI is a vast technology field consisting of 
many subfields. The following report focuses 
on the subfield of ML, as this is one of the 
most important and most rapidly evolving 
areas. The vast majority of raw ML algorithms 
are (still) open source, available for free, but 
without immediate business value. Only after 
training on data (often at least in part your 
own company data) does the trained algo-
rithm exhibit intelligence. This is quite distinct 
from the mere parametrization of traditional 
enterprise software. Furthermore, ML pre-
dictions are inherently uncertain, and many 
algorithms work as a black box, making it very 
difficult to interpret and validate the results. 

The correct reformulation of make or buy 
for ML is this: To what degree do you prefer 
doing it yourself versus partnering in regard 
to building and managing the AI applica-
tion? With whom should you partner? And 
how should you structure the partnership or 
contract? In addition to the usual challenges 
that arise with any complex make-or-buy 
decision, there are unique challenges related 
to AI. As data and software are intertwined, 
the topic of IP ownership becomes more 
complicated. In addition, the inherent uncer-
tainty and black-box nature of ML can lead to 
difficult situations when it comes to liability 
concerns. Efficient control and prevention 
mechanisms for bias and malfunctioning 
need to be put in place. 
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At the same time, the field of AI is developing 
at a rapid pace, and hardly any company is  
(or should be) able to tackle all the issues on 
its own. In short, a systematic approach to 
the make-or-buy decision is needed.

However, to date most companies have not 
approached this question systematically at  
all or, even worse, they have simply delegated 
this decision to their standard IT purchasing 
process. 

With these challenges in mind, this enter-
prise guide is intended to provide helpful 
guidance for make-or-buy decisions with  
AI. The remainder of this paper is organized 
as follows: 

We will first discuss the general structure  
of the make-or-buy question for AI. 

The subsequent chapter provides a frame-
work together with decision criteria for 
solving the make-or-buy question for an indi-
vidual use case from a lifecycle perspective. 

We then focus on the selection of the optimal 
partner, potential pitfalls of different partner 
types, and aspects of a good partnering 
strategy. 

The final chapter identifies important ele-
ments for contracting in the context of AI use 
cases and provides a set of guiding questions. 

To complete the picture, the report con-
cludes with an interview with a vendor: Dr. 
Georg Wittenburg, founder and CEO of auto-
mated analytics provider Inspirient, explains 
why you should buy their solution (instead 
of building it yourself) and how best to work 
together.

Enjoy the read!
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At the top level, two questions are important 
to approach the make-or-buy decision: 
First, what is the strategic value for you? 
(Remember, you can only excel in what you 
own.) Second, can you build it? (Dependant 
on your AI capabilities and your preferred 
access to data).

This results in four generic strategies: There 
is a general consensus that you should refrain 
from building your own AI solutions where 
software / solution providers (like SAP, Sales-
force, Microsoft or ServiceNow) are already 
integrating AI capabilities of the data handled 
in their systems into their suite. You are 
towards the lower left side of the matrix (at 
a disadvantage for building the AI solutions) 
and, often, these are not at the core of your 
competitive differentiation. The “sweet spot” 
are of course AI applications that have a high 

strategic value and that you as a company 
have the right skills and data to build - these 
are typically applications that you will develop 
internally. Of course, the question becomes 
more ambiguous when either the value is 
high but the skills are lacking or you could 
build something but it does not necessarily 
have a high strategic value. In the former 
case, it is often advisable to think carefully 
about how to develop the skills and data - for 
example, through acquisitions. In the latter 
case, an interesting business opportunity 
can arise - but it is worth considering care-
fully whether you should really pursue this 
use case or if there are not more worthwhile 
cases in the other quadrants.

How to approach the 
make-or-buy decision

Unfair Advantage in AI Build (data, skills)

Protect your core business
Build distinctive capabilities 

(e.g. acquihire)

Outsource as much as possible
Focus on contract management

Immediate sweet AI spots
Do AI yourself and scale fast

Potential AI business opportunity
Explore, whether high value to other 

parties
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Figure 1: High-level make-or-buy  
strategy matrix
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While this matrix provides a first orientation, 
a systematic decision must take into account 
many more aspects: 

First, it is important to recognize that there is 
not merely one decision but multiple, layered 
decisions. 

Second, there is not a binary make-or-buy 
decision but instead a range of options 
between the two extremes of (complete) 
internal development or (complete) external 
purchase.

Each use case is enabled by a series of layers 
(Figure 2). Make-or-buy-decisions must be 
made for each layer, but these decisions are 
interdependent, so decisions at one layer 
depend on and affect those at the other 
layers.

The top layer is the application itself. The 
application somehow uses ML either visible 
or not visible to the user. The decisions that 
can be made regarding the applications 
depend on the other layers. If there is a fun-
damental lack of data or infrastructure for 
a specific use case, “make” may not be an 
option at all – unless you want to build up the 
necessary assets. This report focuses on the 
make-or-buy decision from the application 
perspective and considers the other three 
layers only insofar as they affect the decision.

The second layer refers to ML capabilities. 
“Capability” is defined here as the types of 
basic technical problems with which AI is able 
to cope – think of the AI building blocks. We 
distinguish eight basic capabilities (Figure 3). 
With regard to ML capabilities, the company 
needs to determine for which capabilities it 
wants to build up skills and resources inter-
nally and for which it does not. For example, 
the capabilities necessary for autonomous 
driving (like computer vision) will be crucial 
for an automotive company to own, whereas 
computer linguistic technologies such as NLP 
models for language translation will probably 
not be. Companies should try to bundle sup-
pliers for repeatedly required capabilities as 
part of a systematic make-or-buy strategy.

The third layer is data assets. Access to high-
volume and high-quality data is certainly the 
main prerequisite for ML. Clarifying whether 
internal data is sufficient and, if not, where 
to source it should be one of the first issues 
addressed. Sourcing data is not limited to 
buying commercial data sets but may also 
include the creation of synthetic data or 
partnerships with suppliers or competitors. 
Other important considerations include the 
curation of data, the setup of data pipelines, 
and decisions as to who will be responsible 
for maintaining them.

The lowest layer refers to the infrastructure 
necessary for AI use cases, which includes 
the required systems and processes for 
developing, training, deploying, and main-
taining AI applications. In general, the types 
of use cases your company expects to 
encounter determines your infrastructure 
decisions. For individual use cases, indepen-
dent alternatives are possible nonetheless. 

When these four layers are taken into 
account, the options for the make-or-buy 
decisions result from “composing” the deci-
sions for each layer. 

Figure 2: Layers of AI in the context of the 
make-or-buy question

1. 
Appli-
cation

3.  
Data asset

2.  
ML capabilities

4.  
Infrastructure
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Three broad approaches can be  
distinguished:

1. End-to-end development comprises all 
approaches relying on development from 
scratch. In the case of ML, this means that the 
ML model is developed in-house and trained 
by the company. The resources for this 
approach need not be exclusively internal, 
however. As noted earlier, even when taking 
full ownership, your teams will likely not build 
the algorithms from scratch but rather use 
packages, often pre-trained on some AI 
capabilities. Hiring external developers for 
development from scratch or partnering  
with academia for research-heavy topics are 
subsumed under this category as well. 

2. The hybrid approach involves the use of 
pre-trained ML models or entire develop- 
ment modules for realizing a use case. 
Examples of providers of these components 
include AWS or Google with their Cloud ML 
offerings. The amount of internal develop-
ment varies with the degree of sophistication 
of the pre-trained component. An example 
of a hybrid approach would be implementing 
a cloud-based computer vision solution like 
Amazon’s Rekognition or Google’s Vision AI 
into an application.

3. Buying external AI applications refers to 
complete external solutions that need only 
minor adjustments or that can be deployed 
immediately. Examples are solutions provided 
by startups such as the translation solution 
developed by Lengoo, ready-made voice 
interfaces such as Alexa, or AI solutions sold 
by the large IT vendors. 

Of course, in practice there are various gra-
dations between these three approaches.  
So we are not talking about discrete choices, 
but rather a combination of different deci-
sions, with different proportions of ‘make’ 
and ‘buy’ distributed across the different layers 
(Figure 4).

Figure 3: Overview of AI capabilities
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Figure 4: Three make-or-buy 
approaches for AI
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The make-or-buy 
decision for a use case

In the following section we will provide a 
step-by-step guide for the make-or-buy 
decision for a specific use case. Of course,  
in reality the decision is often not so straight-
forward: not all options are known, and for 
many criteria there is no binary yes / no deci-
sion but rather shades of grey.

Despite this, or precisely because of it, 
the decision paths listed below are helpful 
for systematic review of the make-or-buy 
decision and awareness of the trade-offs 
involved.  

Decision criteria for  
AI use cases

Six factors influence the make-or-buy  
decision in a significant way. 

1. Strategic value 
Strategic value refers to the value potential 
of the use case with regard to the compet-
itive advantage. Sources for strategic value 
can be efficiency gains, cost reduction, or 
AI-based product features / services. 

Selected probing questions:
• How does the use case ensure / enhance 

my strategic positioning in the market?
• Does this create new growth opportuni-

ties?
• Does this create differential cost benefits 

for my organization?

2. Importance of ML model ownership  
and control 
Common reasons for the importance of ML 
model ownership and control are competitive 
advantage, safety, or regulatory concerns.  

Selected probing questions: 
• Do I face the risk of lock-in effects to  

a specific vendor with strategic and  
commercial downsize?

• Do I block potential vendor migration or 
multi-vendor approaches?

• Do regulatory requirements exist which 
make owning the ML model necessary?

3. Potential for learning 
To what extent offers the use case an oppor-
tunity to learn from internal development? 
Learning can be broadly defined and refers 
not only to acquiring knowledge about a 
specific ML model or technique but also to 
gaining experience in executing use cases 
more generally. 

Selected probing questions: 
• Does this use case focus on an AI capa- 

bility for which I foresee additional appli-
cation areas within the organization and 
thus should build my own learning journey 
and scale?

4. Unfair advantage in AI build
This is defined as access to unique resources  
that offer a significant advantage over the 
competition. Sources for unfair advantage  
in AI build can be skills or data. 

Selected probing questions:
• Do I have access to unique data sets  

on which I can train models that no  
competitor can replicate?

• Which capability is differentiating in  
my market? Does the solution create  
a sustainable USP or capability vs.  
competition?

• Do I have the internal resources / capabili-
ties necessary for realizing the use case?

• If not, do I want to and am I able to 
develop the resources / capability inter-
nally with my own team?

5. Performance of external solutions 
What is the (minimum) performance an 
external partner is able to provide? The per-
formance needs to meet the requirements 
of the company for various factors such as 
technical performance, delivery quality and 
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speed, or customizability. Additionally, the long-term 
performance must be kept in mind. Usually, the model 
is trained on a generic benchmark, which does not 
directly allow for the comparison of the performance 
with company data. 

Selected probing questions: 
• How does the solution perform when trained with 

my own company’s data?
• How does the performance of the solution improve 

over time through learning?

6. Total Cost of Ownership (TCO) 
TCO comprises all costs necessary for the development,  
deployment and maintenance of the use case over the 
course of its lifespan (e.g., compute costs, developer 
wages, or costs for accessing third-party data).

Selected probing questions: 
• How does this approach impact my company’s 

P&L / balance sheet over the short term and the 
long term?

• How does TCO compare in each model over  
a two-year, five-year, or even ten-year period?

• How can the trade-off between costs and  
ownership of “value”/ IP be solved? 

The make-or-buy decision  
along the use case lifecycle
The development process of ML-based applications 
and products is characterized by a high amount of 
uncertainty in the beginning. Defining all specifications 
up front is hardly possible in most cases and, for this 
reason, a completely informed decision might not  
be possible in advance of exploration and initial de- 
velopment steps. While the above considerations for  
decision making should be applied to all use cases, 
different factors may be weighted more heavily 
depending on the lifecycle of a use case. 

The development of AI use cases typically follows 
four process phases. Uncertainty regarding the use 
case is highest in the beginning and decreases over 
the course of development. With decreasing uncer-
tainty, the assessment of feasibility and value potential 
becomes more precise and meaningful. In contrast, 
the scope of the development and the resources 
deployed are typically lowest in the beginning and 
increase continuously. 

The four phases of development are as follows:

1. Use case ideation
At the first stage of the process — the use case ideation 
phase, during which ideas are generated and priori-
tized — the make-or-buy topic is only partially relevant. 

The ideation of a use case should always be grounded 
in an actual need or opportunity of a company rather 
than simply in the availability of a solution. When it 
comes to prioritization, however, the existence of an 
external ML solution simplifies and thus increases the 
ease of implementation.

2. Proof of concept (PoC)
The main goal of the PoC phase is to check whether the  
use case is feasible in practice. Resource deployment  
is usually very low and uncertainty still high, as it is 
often still unknown whether the use case is technically 
feasible at all. The make-or-buy question can simplify 
the evaluation of feasibility in the event that an external 
solution already exists.  

For PoCs (and also MVPs) the potential for learning 
should be additionally considered in the decision: You 
may wish to work on a use case in order to build up 
internal capabilities or to better understand the com-
plexity of a particular solution. At the same time, other 
factors such as a thorough TCO analysis are typically 
less important when the feasibility of a specific use 
case is still in question. 

3. Minimum viable product (MVP)
If the PoC phase is completed successfully, the next 
step is the development of an MVP. During this phase, 
the value potential of the use case is assessed and 
further uncertainties regarding the technical feasi-
bility are reduced. If the MVP proves to be a significant 
value add for the firm, the use case moves on to the 
last phase of the use case lifecycle. Similar to the PoC 
phase, the existence of an external alternative can  
significantly shorten the evaluation process. 

4. Scaling product
The last phase of the use case lifecycle is scaling the 
product. The main focus of this stage is the production-
ization and scaling of the use case. This means that the 
use case is rolled out across the complete company 
and the topics of maintenance and monitoring move 
into the spotlight. The make-or-buy question plays  
a central role at this stage of the lifecycle. Companies 
must focus especially on the long-term costs of  
different options and partnering approaches.  
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Mapping the decision  
path for the scaling 
product phase
Considering the decision in an advanced 
phase – you want to bring an AI use case into 
production – it is helpful to follow the fol-
lowing ideal decision path (Figure 5).

The decision starts with an assessment of 
the strategic value of the use case. Use cases 
with high strategic value are then analyzed as 
to the importance of owning and controlling 
the ML model. If ownership is critical, the only 
possible option for realizing the use case is  
to develop it internally end-to-end. When 
ownership and control of the ML model are 
not critical, more decision options become 
available. The next step is to check for an 
unfair advantage in AI build. If an unfair ad- 
vantage exists, you should probably utilize 
the advantage and build the ML model 
in-house end-to-end. But if your company 
has no unfair advantage to build it yourself, 
the external options should be considered.  
If no external solution is available, two  
options exist: The use case can either be 
realized through end-to-end development 
or through a hybrid approach, where pre-
trained components are used. The decision 

between these two alternatives depends  
on the results of the Total Cost of Ownership 
(TCO) analysis. In contrast, if an external  
solution does exist, the company should buy 
the application from the external provider. 

For use cases with low strategic value the 
decision path is simpler and shorter: Do not 
develop a solution internally if there is no high 
strategic value! So, for these use cases you 
should always begin by questioning whether 
the performance of the existing external 
solutions is sufficient for your needs or 
whether you can at least expect the perfor-
mance to be sufficient at some future point, 
as well as whether these solutions have a 
positive ROI.  If no suitable solution is available 
on the market or if the ROI is smaller than the 
TCO, then the use case should be put on hold 
until either a cost-efficient external solution 
becomes available on the market or syner-
gies with other strategic use cases emerge. 
In the latter scenario, the use case can be 
jointly assessed and realized with the high 
strategic use case. 

Even though the decision-making process in 
reality may differ from the ideal path, it helps 
to check each decision against this ideal path 
to ensure that one does not go in the wrong 
direction.

Figure 5: Make-or-buy decision path  
for use cases—Scaling product phase
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Partnering

Selecting the right partner
The three approaches defined earlier can each be  
realized with the help of different partners. There is 
certainly no “right” partner but rather a “suitable” 
partner, depending on the respective approach and 
the specific situation.

Overall, there are seven types of partners that can be 
divided into two groups (Figure 6). First, there are part-
ners that extend the internal resources of the company 
and support the “make” decision. The second group of 
partners correlates to different variants of the “buy” 
decision. 

Figure 6: Overview of potential partners  
for use case execution

• Strictly speaking, in-house development is not a 
partnering approach for the company as a whole 
but is instead an internal partnership driven by the 
need to pool specific AI resources. That said, such 
an internal partnership may still prove challenging 
operationally. End-to-end development of the use 
case offers the closest integration of the use case 
and the strongest control of both the data and the 
deployed model; therefore, this option should be 
selected when ownership and control are critical  
for the company. The main disadvantages of in- 
house development teams are the high resource 

requirements and the relatively long time-to-mar-
ket, as the complete use case must be managed 
and developed from scratch

• External development teams describes the develop- 
ment of use cases by the company with the sup-
port of external developers, for example, classic 
body leasing from IT consulting firms. Due to the 
newness of the technology and the breadth of 
possible required skills, many companies do not 
have the necessary internal resources available. 
An advantage of external development teams is 
their flexibility, which allows them to substitute for 
a general lack of internal resources or a temporary 
shortage due to tight deadlines. One challenge 
of working with external development teams is IP 
concerns, which might arise when critical elements 
of the use case (e.g., data or the ML-model) are 
provided by research partners and not sourced 
in-house.

• Academia as a partnering approach refers to the 
establishment of research partnerships for use 
cases requiring very complex or immature AI 
techniques and applications that first need to be 
explored and refined. Academic partnerships are 
often less expensive than partnerships with com-
mercial developers, and in some cases this part-
nering approach can be a source for new talent 
acquisition. However, academic partnerships often 
suffer from long development times, so they are 
typically best utilized when time-to-market is less 
important. Also, as with external development 
teams, the question of who owns the IP can be  
difficult to resolve in academic partnerships.

• Cloud provider such as Microsoft, AWS, or Google  
offer a range of pretrained-components with  
varying degrees of commodity. A company can,  
for example, rely on the NLP model of Google or 
on a vendor-supplied, streamlined development 
framework for select types of use cases match-
ing the company’s own use case. This flexibility of 
access to user-friendly capabilities that are often 
superior in regard to model quality is one of the 
main reasons for selecting components from an 
established software vendor. Common problems 
of this approach include unclear ownership of the 
data and—over the long term—difficulty of integra-
tion into the company’s infrastructure and domain 
landscape. 
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• Product start-ups are young companies 
that have only recently entered the mar-
ket and that offer innovative but often 
relatively immature AI applications. This 
immaturity of the application can be an 
advantage, however, as product startups 
tend to be more flexible and able to react 
to changing requirements faster than 
large vendors. Startups thus offer greater 
opportunity for experimentation and are 
often more willing to adapt to the cus-
tomer’s needs. Moreover, if the solution 
provided by the startup is particularly 
promising and relevant to the company, 
it may even be possible to invest in or 
buy the startup outright. As for disad-
vantages of this approach, besides the  
difficulties mentioned above that often 
come with utilizing software vendors (i.e., 
unclear data ownership and struggles 
when integrating their solution into the IT 
infrastructure), the immaturity of startups 
may pose additional challenges. Startups 
often lack the experience necessary for 
realizing large scale projects or for scal-
ing up their solutions, and the long-term 
viability of their business is typically less 
clear than the viability of more mature, 
established companies. Also, risk and 
liability sharing are much more compli-
cated with startups, as the quality and 
long-term maintenance of the solution is 
much less certain. Therefore, companies 
need a systematic evaluation strategy for 
ML-based applications that specifically 
takes into account their uncertainty and 
black-box nature.

• In contrast, solution providers are usually 
established companies that have already 
been active suppliers for traditional soft-
ware products but that now extend their 
offerings to also include commercial off-
the-shelf AI applications. For certain use 
cases, these ready-to-use applications 
offer a lower time-to-market, higher 
quality, and easier implementation. Typi-
cal examples are pretrained, commercial 
translation models or vision models that 
have been trained on a task similar to the 
use case in question. This partnership 
approach often overlaps with that of the 
external development teams and estab-
lished software vendors described above, 
as most larger companies offer a range 
of services and products to their custom-
ers that includes consulting and external 
development projects, customizable  
modular components, and full AI products.  

In common with those partnership 
approaches, managing risk and liability 
sharing is often a problem when relying 
on solution providers as well. AI solutions 
must be understood as dynamic, given 
that their performance is related to the 
environment and to the input informa-
tion. This and the black-box nature of AI 
pose significant challenges for risk and 
liability management. Another potential 
problem of solution providers is the lack 
of cost transparency, especially for SaaS 
solutions. 

• The last partnering approach, embed-
ded feature, describes AI-powered 
features of already implemented tra-
ditional software systems (e.g., intelli-
gent recommendations for contacting 
specific accounts as provided within 
the Salesforce suite). This approach is 
most promising for low complexity and 
domain-knowledge intensive problems, 
where ease of implementation is the main 
driver for the decision.  Note, however, 
that the embedded feature approach 
limits the flexibility and customizability of 
the solution, a disadvantage that is to a 
certain extent inevitable when relying on 
standardized features. 

There is certainly no  
“right” partner but rather  
a “suitable” partner, 
depending on the 
respective approach  
and the specific situation.
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Deliverables PoC & MVP phase Scaling Product phase

Case-specific information • Hardware
• Distribution of  

responsibilities

AI-related information

 
 

• Maintenance processes 
& tools (e.g. retraining) 

Legal & regulatory agreements • Certifications
• Data retention, docu-

mentation & protection 
agreements

Documents • Hand-over &  
training materials

Figure 8: Checklist for assessing supplier  
for the AI use case lifecycle model 

Supplier qualification
After choosing a partner type, you need  
to select a specific supplier. 

Of course all the “normal” qualification re- 
quirements need to be evaluated (e. g. 
company size, financial stability, reference 
customers). However, there are also AI- 
specific aspects that should be considered. 
As companies often are not experienced in 
sourcing AI solutions, many lack an under-
standing of which “questions” to ask and 
which information to require. Additionally,  
the criteria must be adjusted to the goals  
and requirements of the individual AI use 
case lifecycle phases (Figure 8).

When selecting a partner for a specific PoC 
or MVP, potential suppliers need to provide a 
range of different documents and informa-
tion for verifying their fit and suitability for 
the case. Additionally, open questions on who 
owns which components (e. g. data, model) 
of the solution need to be clarified before the 
actual development starts. AI-specific legal 
and regulatory documents are certifications 
depending on the use case and proof of spe-
cific insurances.

• Data-related tools &  
processes

• Model-related tools  
& processes

• Quality assurance  
processes & tools

• (Certifications)
• Proof of insurance

• Implementation  
guidelines

• Documentation 
• Source code

+

+

+
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Apart from these documents, background 
information about the supplier should be 
requested. Especially getting to know the 
team and their experience with AI in general 
and with the specific subtype necessary for 
the use case is important. Suppliers should 
provide details about their internal processes, 
methods and tools with regards to the devel-
opment process, including: 
 
• Data 

• Expectations regarding data quality 
and how data is to be handled 

• Data management processes:  
definition of ETL processes,  
data pipelines tools 

• Definition of data quality, evaluation 
and monitoring of data quality  
→ e. g. mechanisms for identifying 
data drift, “unit testing” for data 

• Model 
• Process and tools for ML pipeline
• Model management:  

Versioning processes and tools 
• Evaluation of feature performance
• Processes for evaluating and  

comparing models
• Documentation of (performance)  

differences between model versions
• Model quality measures 
• Model explainability and transpar-

ency: documentation of features and 
impact of features

• Licences the supplier relies on

Furthermore, the supplier should provide 
implementation guidelines and comprehen- 
sive documentation. Implementation guide-
lines cover the solution approach the supplier 
plans to rely on for realizing the use cases 
(e. g. open-source / pre-trained vs. from 
scratch / new) but also questions regarding 
where the data is processed or what type 
of AI is the most suitable for the case. The 
documentation offers information about the 
actual development and implementation, for 
example the used training process, details 
about the data set, the model versioning or 
protocols on training. The documentation 
should cover the complete development 
process and include the source code. The 
complete replication of the development 
should be possible on the basis of the docu-
mentation and the source code. 

In the product scaling phase, all deliverables 
from the PoC / MVP phase, and additionally 
detailed plans for the rollout and information  
regarding the long-term support are re- 
quired. Suppliers should provide information 
on how they plan to execute the maintenance 
and monitoring. This includes retraining 
processes, model performance monitoring 
and KPIs and processes for detecting model 
degradation due to e. g. data or concept drift. 
The rollout plans must include decisions on 
the long-term data storage and the hard-
ware (e. g. computing units) and clarification 
of who is responsible for which part of the 
execution and later maintenance. Also part of 
the rollout plan are the locations where the 
use case will be deployed and used (e. g., all 
production sites or offices), again detailed 
documentation of all steps and aspects, and 
— if the complete use case is to be handed 
over to the customer — a detailed handover 
and training plan.

Depending on the particular use case and 
industry, further requirements might be ne- 
cessary to clarify and fulfill. Data retention, 
documentation and protection policies  
can vary for different industries. For safety- 
critical systems often additional certifica-
tions, supplier checks or insurances are  
necessary and limitations with regards to 
data storage and handling exist.

An important aspect of the partner qualifica-
tion process is the analysis and evaluation of 
the performance of external solutions. 
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When analyzing and comparing the perfor-
mance of external solutions, it is important to 
keep three things in mind (Figure 9). 

First, the benchmark performance is usually 
based on generic data, so the same perfor-
mance will not necessarily be achieved when 
training on company data or with particular 
business problems. Companies need to eval-
uate external solutions with their own data 
and cannot simply rely on publicly available 
benchmarks or results from reference proj-
ects provided by the vendor. 

Second, the performance of a potential 
external solution will likely improve over time 
due to learning in production. Learning is not 
homogeneous and linear for the different 
solutions. This means that the best solution 
may not be the one that performs best in the 
beginning but the one that improves most 
over time. 

Third, it is important to avoid vendor lock-in. 
The company should own the data or ideally 
the trained model itself so as to ensure trans-
ferability when switching to a different solu-
tion. This question will be discussed in more 
details further down.

Figure 9: Development of performance  
of different applications over time

Performance, 
accuracy ...

With 
generic 
data

With com-
pany data 
(initial)

timet+1 t+2 t+3

Supplier

Baseline  
benchmark

Expected per- 
formance per  
lifecycle phase

Target  
performance

A

B
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Management of partnership
A comprehensive AI partner strategy should be  
concerned not only with selecting a specific partner 
but also with achieving overarching objectives: 

Figure 10: Overview of conditions for successful  
AI partnerships and supporting actions

First, AI partnerships can offer insights into other com-
panies’ experiences with and approaches to AI or spe-
cific unsolved problems. These partnerships may also 
inspire new ideas and new perspectives, and in some 
cases offer the opportunity to discover new talent. 
Fostering openness for new ideas and perspectives 
and actively working on integrating them is vital, given 
that AI changes and advances at a rapid pace. 

Second, the complexity and vastness of AI as a field 
means that most companies will not have the capacity 
to develop all the necessary capabilities in-house 
and will lack crucial internal assets such as sufficient 
data. Entering into partnerships with suppliers or even 
competitors will be necessary, therefore, in order to be 
successful in the field of AI. A prerequisite for selecting 
the optimal partner for a specific problem or even for 

co-creation is the development of an exhaustive infor-
mation overview of all potential partners. This increases 
the chances of forming partnerships that will, over the 
long term, prove optimal in regard to factors such as 
delivery speed, service offerings, and price. 

Third, the development process of AI is experimental, 
and project success often requires the ability to tol-
erate and manage a comparatively high degree of 
uncertainty. Additionally, sensitive and valuable assets 
such as data often need to be shared. Therefore, 
successful AI partnerships typically entail the develop-
ment of a long-term relationship based on trust and a 
shared understanding of the nature and importance of 
effective collaboration (e.g., as when each partner is 
familiar with the communication patterns and problem 
solving culture of the other partner). 

Actions for achieving objectives 

New perspectives and ideas • Technology scouting & startup management 
• Market studies
• Ideation funnel
• Academic partnerships

Overview of suitable partners for 
specific problems & co-creation

• Systematic supplier research and qualification 
process 

• Defining / agreeing on quality levels or KPIs and 
monitoring them

• Checking quality before contracting
• Finding out who provides what data and is willing to 

share
• Storing data in a sharable way

Trust-based,  
long-term collaboration

• Honesty regarding capabilities / needs
• Alignment of goals
• Structured and intensive onboarding process
• Checking for similar company values / ways of 

working
• Contracting in a win-win situation
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How to structure  
an AI contract

When contracting for AI companies, it is 
important to keep in mind the unique charac-
teristics of the technology that can increase 
the complexity of contract negotiation. 
Questions regarding to what extent partners 
can profit from the final solution (e. g., who 
can reuse the ML model) or how partners can 
protect themselves from potential risks of a 
black-box technology-solution pose special 
challenges for the contracting process. 

Following are seven elements of contract 
negotiation that are crucial when contracting 
for ML.

1. Contract design / structure 
refers to the general arrangement of the 
contracting process, for example, whether 
one comprehensive contract is signed in 
the beginning of the project or sequential 
contracts are negotiated and signed after 
successful completion of each development 
stage. Another important factor to consider 
here is the use of stage gates for managing 
project progress and success. Due to the 
experimental and iterative nature of AI devel-
opment projects, it is impossible to assess 
all unknowns and uncertainties up front; the 
different forms of sequential contracting or 
stage gates are mechanisms for managing 
this inherent uncertainty. Although the spe-
cific gates and the number of gates can vary 
for the individual use case, most contracts 
should be orientated on the following five 
basic gates: (1) data, (2) feasibility, (3) ROI 
or business case, (4) quality & scope and (5) 
enterprise integration. The first stage and 
gate focus on the familiarization, preparation  
and exploration of the available data. Next 
follows the development of a first rough 
solution for assessing the feasibility of the 
use case. After the feasibility is validated, the 
next stage is proving that the use case is a 
profitable business case. The gate should be 
a rough ROI target the case has to surpass. 
If the business value is validated, the solu-
tion is fully developed with focus on quality 
and scope. The last stage should aim at the 
full integration of the solution in the broader 
enterprise environment (e. g. IT infrastruc-
ture, domain processes). 

Central questions:
• Which phases and stage gates do I need 

to define?
• How do I handle the exploration phase?

2. Performance measures
apply in this case to the performance of 
the finalized development project. As con-
tracting for AI can be carried out for different 
lifecycle phases of AI use cases, individual 
performance measures can vary. PoCs and 
MVPs require a different set of criteria for 
measuring project success than do Scaling 
Products. For fully productionized AI systems, 
traditional performance measures such as 
performance, accuracy, availability, and so 
forth are applicable to a limited extent. In 
contrast, the performance of PoCs needs 
to be evaluated on an individual basis, 
depending on the specific agreed upon 
objective. In general, a rough estimation of 
the minimum ROI the case has to generate to 
be profitable is a good measure at this stage. 
After a better understanding for the case has 
been developed, typically a few months into 
a bigger PoCs or at the MVP stage, roughly 
estimated accuracy and performance 
improvements can be used as measures. 
Also, not only defining levels of acceptable 
performance for each stage can be benefi-
cial, in joint development projects, clarifying 
who is responsible for reaching them can also 
be helpful. 

Central questions: 
• What is a suitable minimum level of per-

formance for my use case?
• Which factors are most suitable for mea-

suring and monitoring the performance 
of my use case? 

• What are the different performance indi-
cators relevant during development?

• How can I benchmark the performance 
of suppliers before learning and after 
learning has occurred?

3. Data appropriation rights (IP) 
are the first new element relevant for ML 
contracting. This element is derived from 
the classic IP management agreements, but 
certain adjustments need to be made for it 
to be applicable to AI. As already explained, 
AI depends on data, and data is intertwined 
with software. Therefore, data and the devel-
oped (or trained) ML model are a strategic 
asset and must be managed in a way similar 
to traditional IP. Contracts need to include 
a detailed explanation of the value each 
partner is creating and owning based on 
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the provided data (e. g., uniqueness) and the 
resulting ML model (e. g., value-add through 
training with unique data). Furthermore, 
clear agreements about who is allowed to 
profit from what need to be negotiated. For 
example, is a product startup allowed to 
reuse in another project an ML model that 
has been trained with the customer’s internal 
data? 

Central questions: 
• Are there security or privacy issues which 

make it especially critical for me to own 
the data and model? 

• Who owns the (trained) model?
• Who can profit from additional value cre-

ated? What rights does the supplier have 
(e. g., reuse of data)?

• What is an acceptable trade-off between 
fees and rights?

• How can I protect unfair advantage with 
regard to the data (e. g., uniqueness of 
the data set)?

4. IP buy-out rights
are closely related to the data appropriation 
rights and can be interpreted as an additional 
specification. The main concern here is the 
definition of clear criteria and the determina-
tion of situations in which a company should 
be legally allowed to override the agreed 
upon IP clauses and have the right to buy 
back full ownership of the IP.

Central question:
• In which cases do I want to or need to buy 

out the rights to use my model / data?

5. Data protection 
needs to be considered because, as men-
tioned above, data is a strategic asset for AI. 
Difficulties regarding data protection can 
arise out of regulatory requirements (e. g., 
financial data in the banking industry), the 
sensitive nature of certain data sets (e. g., 
customer data), or complex ownership 
structures (e. g., third-party data with limited 
access and usage rights). Adequate data 
protection actions, such as anonymization of 
specific data sets, and mechanisms for moni-
toring and enforcing these mandated actions 
need to be defined in the contract. 

Central questions:
• What protection requirements are 

needed for different data types (e. g., 
personal data vs. machine data)?

• What are the minimum requirements for 
the handling of sensitive data (e. g., GDPR, 

regulation)?
• What special clauses are needed to 

ensure the anonymization of sensitive 
data?

6. Data-related liability
is a very important topic, as AI-based solu-
tions possess an inherent uncertainty due 
to the nature of the technology. Often 
ML-models are also black boxes; therefore, 
results cannot be evaluated and explained 
or only to a limited extent. Also, ML-models 
cannot be regarded as static. Due to the 
continuous learning and feedback loops after 
deployment, the quality of the predictions 
can silently degrade over time as the under-
lying target or the data changes (i. e., concept 
or data drift). Problems can also arise from 
outliers and edge cases, problems which 
most often cannot be anticipated fully in 
advance. Companies need to specify control 
and countermeasures and also define who is 
responsible for which cases of malfunction. A 
possible way to mitigate the liability is relying 
on insurance. First insurance companies, as 
for example MunichRE, have extended their 
product portfolio with new tailor-made solu-
tions for insuring AI-based solutions.

Central questions:
• What measures constitute adequate  

prevention mechanisms?
• What constitutes optimal risk distribu-

tion?
• How do I handle outliers / edge cases?
• How can I ensure accurate performance 

over time and even when the environ-
ment is changing?

• Is a safety margin necessary, depending 
on the criticality of the case?

• What is the effect on runtime (i. e., termi-
nation of cause)?

Depending on the partner type and the 
position in the use case lifecycle, different 
ones of these elements should be prioritized. 
The following checklist provides a high-level 
overview of the most important points to 
consider: 
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Contract Element / Partner type PoC / MVP Scaling Product

In-house development team • n / a • n / a

External development team • Agreements on data protection • Agreements on data protection
• Focus on clarifying model  

ownership / IP
• Definition of performance  

measures 
• Agreement on scope of  

documentation 

Academia • Agreements on data protection
• Focus on clarifying model  

ownership / IP

• Agreements on data protection
• Limited application for  

industrialization & scale up

Established software vendor • Agreements on data protec-
tion / data residency

• Agreements on data protection
• Focus on data & model owner-

ship / IP 
• Definition of performance  

measures
• Clarification of liability clauses 
• Data residency

Product Startup • Experimentation-focus and 
sequential contracting 

• Agreements on data protection

• Agreements on data protection
• Focus on data ownership / IP 
• Clarification of IP buy-out 

rights / code escrow
• Definition of performance  

measures 
• Clarification of liability clauses

Solution provider • Stage-gate-based contracts
• Agreements on data protection

Embedded feature • Feature available as part of an existing enterprise software solution

Figure 11: Elements of an AI contract
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Let a vendor have  
their say: Interview  
with Inspirient

Why should a company buy your solution 
instead of developing the use case by  
themselves?
Even in the 21st century, not every company 
needs to become a full-blown tech player or 
AI-first company. The big-picture reality is 
that the pace of innovation is just too fast for 
companies to do everything in-house, and 
business incentives for tackling larger ques-
tions are limited, e. g., having an AI autono-
mously analyse business data as in our case. 
Instead, companies need to clearly define 
their (future) core competencies and then 
derive their strategy position with regards 
to AI. Rather than trying to become the best 

developer of AI, most companies are likely 
better off striving towards being the fastest 
adopter of AI (as well as other emerging 
technologies). Therefore, firms should most 
definitely prefer buying commercial solu-
tions whenever they become available. For 
this strategic approach, agile and timely 
integration of external innovation is critical: 
Companies need to be great at (out)sourcing, 
vendor selection / management, agile inte-
gration, and technology transfer – eventually 
fostering a network of innovation around 
them. Speeding up the innovation-to-busi-
ness-impact process is key for staying on  
top.

This report examines the make-or-buy decision from 
the perspective of a company looking to implement 
its AI use case. But how do vendors view this question? 
Why should you buy their solution and not build it 
yourself? And what is the best way to work together? 
We discussed these and other questions with Dr. 
Georg Wittenburg, founder and CEO of Inspirient 
(www.inspirient.com). With its AI system, Inspirient 
helps companies to scale their analytics capabilities 
beyond humanly possible levels, in order to critically 
evaluate more data in less time and at reduced cost. 
This approach has helped banks to lower their risk 
profile, manufacturers to streamline their processes, 
and retailers to optimize their prices. Georg founded 
Inspirient after five years of ICT research and three 
years as a management consultant at the Boston 
Consulting Group.
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What are typical problems / false expecta- 
tions from companies on the buyer side 
when they interact / select an AI application 
vendor?
Upon their first contact with AI, companies 
often focus on an outdated set of questions 
that may have been applicable to commer-
cial AI applications five to ten years ago but 
are not anymore: First of all, AI is at times 
incorrectly perceived as an emerging, exper-
imental technology with poorly understood 
business applications. As a matter of fact, 
the field of AI predates both modern micro-
processors and the Internet and is one of the 
most mature fields of research to transition 
to commercial applications. More practi-
cally, many current AI applications have been 
commercially deployed in the last years in 
markets outside of Germany, and thus a lack 
of experience is rather a regional anomaly 
than a deficiency of the field.

Second, companies may worry about whether  
an AI project they undertake with a vendor 
comprises “real” AI. This is motivated out of 
the need to responsibly allocate their inno-
vation budget, but in the case of AI it’s unfor-
tunately misguided. The understanding of 
what “real” AI is (and what it’s not) has been 
constantly changing: 25 years ago, winning 
a game of chess against the human world 
champion may have been regarded as a pin-
nacle achievement of AI, but today it would 
hardly be perceived as intelligent. For multi-
year corporate innovation programmes this 
implies that the perception of what “real” AI 
is may shift between programme inception 
and application roll-out. It’s really best to not 
worry about the “real” AI-ness of a solution, 
but rather focus on the business value it 
delivers. And if the best solution to a busi-
ness question happens to be one of the more 
opaque techniques, that is not necessarily 
a reason to refrain from using it. Companies 
deal with “black boxes” all the time (sup-
pliers, customers, human employees). It’s 
just like outsourcing: Retain enough capa-
bility to manage the external component, 
avoid vendor lock-in and then, potentially, cut 
costs.

A third point is exaggerated expectations 
towards model accuracy. Building on their 
experience from IT outsourcing, companies 
may start the discussion expecting 99.999 % 
accuracy of an AI system. While not impos-
sible in theory, when looking at a real use 
case with real-world data it is a fact that 
the final few percentage points in training 
a model require the most effort, i.e., it is not 
economically reasonable to try to achieve 
them. Also, in most cases 99,999 % or even 

“Companies really need to  
bring their A-game project  
management and out- 
sourcing skills to the table. 
Like all projects, AI projects 
need a dedicated project 
manager and senior 
sponsor just as they need 
a budget and defined 
processes and milestones.”
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99 % accuracy is actually not necessary for 
establishing a good business case. A more 
realistic approach is to take the current 
human precision as a target benchmark and 
then first realize cost savings instead of trying 
to be both better and cheaper at the same 
time.

A last aspect, companies really need to 
move on from innovating via the “lighthouse” 
approach. Quite often we meet companies 
who focus on only one question, project 
or solution provider at a time. This keeps 
current costs low and does not overburden 
the organisation with change, but comes at 
the expense of higher risk (of an individual 
project failing) and reduced speed (by 
looking at ideas sequentially). For innovative 
topics such as AI, an operational portfolio 
approach is more efficient at reaching actual 
outcomes. In other words, you need to race 
with multiple horses for one to reach the 
finish line.

What would you as a supplier wish for to 
ensure a better selection process / contract 
negotiations / onboarding?
Allow sufficient time to actually understand 
the options. In particular, really under-
standing and then deciding upon how a new 
technical approach may affect a company’s 
cost structure or even its business model 
does take more than five minutes, even for 
seasoned decision makers. For example, 
autonomous, AI-based analytics allows to 
efficiently mine company and external data 
for the unknown unknowns and entirely 
changes how companies can approach con-
trolling, compliance and risk management. 
A 5-minute-per-pitch innovation event is not 

the right format for diving into this kind of 
new and unfamiliar technology – but going 
out for lunch together just might be! To be 
more successful, companies should take 
their time to really understand where AI can 
add value for them specifically and also look 
beyond the three familiar use cases at the 
top of the current hype cycle.

Finally, companies really need to bring their 
A-game project management and out-
sourcing skills to the table. Like all projects, AI 
projects need a dedicated project manager 
and senior sponsor just as they need a 
budget and defined processes and mile-
stones. AI-centric innovation is, for the most 
part, just another process that can, but also 
must be managed.

“Rather than trying to be- 
come the best developer 
of AI, most companies are 
likely better off striving 
towards being the fastest 
adopter of AI.”  
Dr. Georg Wittenburg, 
founder and CEO of 
Inspirient
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